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We present a k-space approximation that directly relates a pulse
sequence to its residual pattern of z-directed magnetization M,, in
a manner akin to the k-space approximation for small tip-angle
excitation. Our approximation is particularly useful for the anal-
ysis and design of tagging sequences, in which M, is the important
guantity—as opposed to the transverse magnetization components

To avoid the shortcomings of thke-space approximation
with respect to tagging, we derive here an extension of tt
theory that directly relates a pulse sequence to the resultil
pattern inM,. This extension provides an approximate expres
sion for thek-space encoding d¥l, analogous to the existing

M, and M, considered in selective excitation. We demonstrate that
our approximation provides new insights into tagging, can be used
to design novel tag patterns, and, more generally, may be applied
to selective presaturation sequences for purposes other than
tagging. © 2000 Academic Press

Key Words: tagging; pulse sequences; small tip-angle approxi-
mation; k space; presaturation.

small tip-angle approximation fov, andM,. We demonstrate

that our result predicts tag patterns more accurately than t
excitationk-space approach, while maintaining a simple Fou
rier transform relationship between pulse sequence and patte
We also show that the approximation can be used to simpli
pulse sequences for complicated tag patterns such as varia
separation tags (seb)], that it works equally well in multiple

dimensions, and that it is readily applicable to the related are
of selective presaturation.
1. INTRODUCTION

Magnetic resonance tagging is a valuable, noninvasive tool 2. BACKGROUND

for analyzing tissue motiom vivo (1-3). The act of tagging 21 Taqai
: . . . .1. Tagging
produces a variable brightness pattern in subsequent images
and the deformation of that pattern over time clearly indicatesAt a fundamental level, tags are created by an RF/gradie
tissue motion. Because tag patterns are induced using pusise sequence followed by a strong gradient saturation pul
sequences similar to those used for selective excitation, seldoy magnetization components tipped into theplane by the
tive excitation theory may be used to relate pulse sequenceptise sequence are effectively removed by the dephasing
tag patterns. In particular, thespace approximation for smallfects of the saturation pulse. The residiv component of
tip-angle excitation §) has been used to provide a simplenagnetization is the tag pattern. In subsequent images, t
explanation of tagging3), as well as to design actual pulsaunderlying proton density appears multiplied or modulated b
sequences for novel tag patters. ( this tag pattern. The resulting pattern is transient, fading ovi
The excitationk-space approximation is effective in thistime asM, recovers with longitudinal relaxation. Before fad-
capacity because it provides, through Fourier theory, an inharg, the tag pattern moves with tissue motion, providing fee
ently satisfying and comprehensible relationship between putsees that may be tracked over a sequence of images. Tl
sequences and excitation patterns. For tagging sequences, hoation tracking characteristic of tags has made them qui
ever, use of the excitatiok-space approach leads to severalseful for studying cardiac functior8(6).
problematic issues. Most notably, thespace approximation Tagging is best illustrated by an example of a popula
only addresses thil, and M, components of magnetization,technique known as spatial modulation of magnetizatio
whereas tag patterns encode tfle component. Thus, pulse (SPAMM) (2). SPAMM is a tagging sequence consisting of
sequence design for tagging requires (1) the identification olernating nonselective RF pulses and identical gradie
pattern inM, andM, that corresponds to the desired tag pattemulses. For example, Fig. 1a shows a 1-1 SPAMM sequence
in M,, and (2) the design of a pulse sequence to create thdtich two RF pulses with associated tip-angles of 45° ar
corresponding pattern. Such a two-step process is cloudedseyparated by a gradient pulse oriented insthdirection with
the nonlinear relationship amorg,, M,, andM, as well as total areaG. After the first RF pulse, the gradient pulse induce:
issues that arise in pulse sequence desigMfcandM, that do a phase dispersion across the samplégrf where® = yG
not affectM,. For example, the phase of the resulting excitand-y is the gyromagnetic ratio. Then, at positions whéoeis
tion plays no role in determininiyl,. an even multiple ofr, the second RF pulse adds constructively
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FIG. 1. Demonstration of SPAMM tags with (a) the pulse sequence for generating 1-1 SPAMM tags, (b) an image of a human heart with undeforme
and (c) an image with tags deformed by partial LV contraction.

with the first for a total tip of 90°, leaving no residuld,. M, 0 G-x - By M,
Thus, the resulting pattern consists of regularly spaced dar My =yl —G-x 0 B, X’ M, |, [2]
bars located where = 2mm/®. The complete transverse tag | \, B, — By, 0 M,

brightness profile is

whereG is the applied gradient field is the spatial position,
andB, = B, + iB,, is the applied RF field. In this equation,
) . . o M,, M,, andM, as well asG andB, are all implicit functions
An image modulated by this pattern is shown in Fig. 1 alo time.

with a second image showing the effect of motion on the Ao gh the Bloch equation does not in general have a

pattern. For SPAMM sequences with more than two RF pulseg, v tic solution, it can be solved numerically to an arbitrar

the dark parallel bars are more sharply defirigd ( degree of accuracy (e.g1%, 19). The numerical solution can
Other pulse sequences producing similar patterns have begh, 1o jnverted to obtain the fiel@ and B, that produce a

proposed using delays alternating with nutations for tailor%‘ésired pattern oM,. In the special case of SPAMM se

excitation (DANTE) @). Somewhat more complicated Sey ences, an analytic solution exists and has the form

guences have been proposed for patterns of dark bars limited to
localized regionsq) and with variable separations between

M,(x) = 3 — 3 cogPx). (1]

bars ). Finally, very specific patterns can be generating by N-1
adapting approaches for regional volume excitation such as the MAX) = 2 ancogmdx), (3]
completely arbitrary regional volume excitation (CARVE) al- m=0

gorithm (L0).

whereN is the number of RF pulses usebl,is determined by

the size of the gradient pulses, ang, ... ,ay_, are coeffi
To design pulse sequences for tagging, a method is needathts determined by the sizes of the RF pulsels (3.

to solve and/or invert the Bloch equation fist,. Neglecting The drawback of such exact or nearly exact solutions is th

relaxation, the Bloch equation in the rotating frame is they involve complicated expressions that often do not provic

2.2. Bloch Equation Solutions
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useful insights into the relationship between the pulse sequence
and the resulting pattern. For the SPAMM sequence in partic-
ular, this complexity shows up in the expressions for the

AR
B
\I::I::

2
coefficientsay, ...,y ;. For example, the rather daunting I g 5
analytic expression for a SPAMM pattern generated with onfyp(k) 1112 1113
three RF pulsesis | ‘ VRy(k) T T _
-® 0 - ) 0 P >k
M,(X) = [co¥,c09,c0H; + (1 — cod,)sind,sinds] a b

FIG. 2. The 1-1 SPAMM sequence with a total tip anglem® has (a) a
k-space patip(k) consisting of two impulses, and (bkespace autocorrelation

. . function R,(k), which is computed by shifting and multiplying thespace
— [A(1 + cow,)sing,sind;]coq 2dx), [4]  path to obtain three impulses.

— [sind,sin(0; + 03) Jcog ®x)

wheref, 0,, andf; are the tip angles associated with the three

RF pulses 13). Such complicated relationships make it diffi- T

cult to specify and utilize optimality criteria. For example, an p(k) = f Bi(s)d(k(s, T) — k)ds, (8]

important consideration in tagging is to apply the pattern 0

rapidly because the underlying object is moving. Exact solu-

tions for a given pattern can be found, but it may be difficult tawhere the dimensionality df is nominally 3, but may be less

tell whether there is an alternative pulse sequence that produges 3 for some pulse sequences. With this definition, the fin

nearly the same pattern in significantly less time. (t = T) transverse magnetization may be evaluated as
Because tagging rarely involves tipping magnetization vec-

tors by more than 90°, tagging sequences may be analyzed with

the small tip-angle approximatiori4), which bypasses many M,y(X) = iy J p(k)e™*dk, [9]

of the complexities of the exact solutions. The small tip-angle K

approximation is derived by assuming a constntwhich we

normalize to 1. Then, the Bloch equation may be written onfyat js, the resulting transverse magnetization ancktbpace
in terms of the transverse magnetizatdn, = M, + iM, 85 yath are related by the Fourier transform, a concept commor
_ referred to as encodingxcitation k-space.
My (X, 1) = —iyx: G(t) My (X, t) +iyBy(t). [5]
3. METHOD: AN APPROXIMATION FOR M,

Solving this differential equation for any positiocrand timet ) _
yields For most tagging sequences, Eq. [9] provides a reasonal

approximation of the resulting transverse magnetizahbg
prior to the saturation pulse. It does not, however, provide
direct, accurate expression for the tag pattern itself. The failu
of excitationk-space to explain tagging is clearly demonstrate
by a k-space analysis of the SPAMM sequence described
Section 2. For a SPAMM sequence wWkhRF pulses, the 1D
where path throughk-space is given by

t
M, (X, t) =iy f B,(s)e*ksvgs, [6]
0

k(s )=~ Vj Glwdu. 71 p(k) = iE 0nd(k — (N — m)®), [10]

m=1

We explicitly include time as a variable in Eq. [6] because thegheref,, is the tip angle (in radians) of theth RF pulse and,
expression is generally accurate at any titna the pulse again,® = yG. See Fig. 2a for an example of a SPAMM path.
sequence. For a pulse sequence applied between U,ahé Examining Eq. [10], we see that SPAMM paths are, in genere
final transverse magnetization, which we denote as simp@gquences d equally spaced impulse functions.
M,y (), is found by evaluating Eq. [6] for = T. At first glance, this analysis suggests that transforming tt
The final transverse magnetization computed by the sm8IPAMM pattern intok-space by taking its Fourier transform
tip-angle approximation has also been formulated usitkg a should result in a sequence Nfimpulse functions. The true
space approacl). In this approach, a “path” througtispace k-space representation of the SPAMM tag pattern—found &
is defined by taking the Fourier transform of Eq. [3]—is, on the other hand
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a symmetric series of @ — 1 impulses. This number of We refer to Eq. [14] as theagging k-space approximatioit.
impulses arises because each oflthe 1 cosine terms in Eq. shows that the critical information needed to approximate a te
[3] accounts for two frequency domain impulses, and the D@attern is not thé-space path of the pulse sequence, but th
term (m = 0) accounts for one. This analysis begs the questiantocorrelation function of that path.

that if the truek-space representation hasl 2- 1 symmetric ~ This observation may be used in two ways: in the forwar
impulses, why does thespace path have only impulses that direction to analyze pulse sequences, and in the inverse dire
are not necessarily symmetric? The primary reason is, tdn to design pulse sequences. We summarize these two u
course, that the excitatidzspace approach was not derived tin algorithmic form as follows.

predictM.. In fact, the derivation depends on the assumption Algorithm 1: The forward problem. Given a pulse se-

thatM,(x) = 1 for all x. The excitatiork-space approximation quence, the approximate tag pattern may be found using t
is therefore unsuitable for accurately predicting tag patterngollowing steps:

To provide an accurate approximation fdy, thatis suitable 1. Computep(k), the k-space path of the pulse sequence
for predicting tag patterns, we note that an analytic expressionz' Comgut:g (k,) that pgth‘s gutocorrelafion func?ion '
. o(K), .

for M,(x, t) is possible ifM,,(x, t) is known for all time. The . . )
expression is determined by the bottom line of the Bloc[tij’]' t(c):(f)i?dp?rgee r;tlenr\r/te/lrs()e()Fourler transformRy(k) in Eq.
equation, which may be written ] Ras ) )

g Y Algorithm 2: The inverse problem.Given a desired tag

. L= _ pattern, a corresponding pulse sequence may be found us
M,(x, t) = 3iy(By(t) Mxy(xa t) — Bl(t)Mxy(Xy ), [11] the following steps:
. . 1. Compute the Fourier transform of 1 M,(X) to deter
where the bar denotes a complex conjugate. To appromm%FneR (K)
. o(K).

M.(x, t), we replaceM,,(x, t) by the small tip-angle apprex
imation (Eqg. [6]) and integrate Eq. [11] from O to The
solution is

2. Find a pathp(k) that has the autocorrelation function
R,(k) (spectral decomposition).
3. Determine the pulse sequence corresponding to that pa

2 4. RESULTS

M,(x,t) =~1—3% , [12]

t
v f B,(s)e* sids
0

4.1. SPAMM Analysis

The benefits of the tagginkrspace approximation become

which may be verified by differentiation. As above, we assunigadily apparent when the forward algorithm is applied to th

that the initial magnetization is entireiydirected and has beenSPAMM pulse sequence. We begin with the SPAMM patt

normalized to 1. We refer to Eq. [12] as the small tip-angléEd. [10]) and calculate its autocorrelation functiBp(k), as

approximation for,. illustrated in Fig. 2 for the 1-1 SPAMM sequence. The gener:
The final tag pattertM,(x) is found by evaluating Eq. [12] Solution is given by

for t = T, which, in thek-space path notation, results in the

final pattern 1 NZboNl
Ry(k) = 2 O Sk = 1®).  [16]
2 Y I=1-N m=1
My(x) =1 -3 v J p(k)e™ dk [13] Then, usingR,(K) in the taggingk-space Eq. [14] yields the
K approximate SPAMM pattern
A Fourier transform identity then yields N-1
M,(x) = > aycodmdx), [17]
m=0
My(x) = 1 — 3y? J R,(k)e™*dk, [14] Where
K
N—m
whereR,(k) is the autocorrelation function gf(k) given by ap= — > 00,n m=1,... N—1
=1

Ro(k) = J p(u) p(u — k)du. [15] do=1-3%2 62 [18]
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1-3-4-3 To demonstrate, we analyze the pulse sequence in Fig.
which may be used to selectively presaturate broad regio
around a central slab of interest. The continuous RF wavefor
used is an appropriately scaled version of the function

) 4 2\
<S|nc2t ~ 93 sm(:23t> sin 2t

truncated after the third sidelobe and windowed with a Har
5-7-9-10-9-7-5 1-1-1-1-1 ming window. The resulting saturation profile is depicted ir
Fig. 4b.

We first analyze the sequence with the excitatiespace
approximation, computing the centerkepace path depicted
in Fig. 4c. Using this path in the excitatidaspace approxi-
mation (Eq. [9]) we obtain the approximate excitation patter
* P depicted in Fig. 4d, which is not indicative of the true presatu
ration pattern. We then analyze the sequence using our appr
imation (Eq. [14]), computing first the autocorrelation of the
k-space path, as shown in Fig. 4e. Using this function in th
tagging k-space approximation, we obtain the approximat

FIG.3. Comparison of approximated tag profiles using Eq. [17] and actual
tag profiles from Bloch equation simulation for four SPAMM sequences. The
number and relative amplitudes of RF pulses are denoted above each plot.
Actual amplitudes were adjusted to produce a total tip angle/af

~—a
-~
—

— approximation
--- actual

We immediately observe two benefits of this approximatior —
First, unlike excitationk-space, taggind-space provides a
direct expression fa¥,(x) that correctly predicts a symmetric
sequence of R — 1 impulses ink-space and a tag pattern
identical in form to the exact solution; compare the cosin
series of Eq. [17] to Eq. [3]. Second, unlike the exact solutior

I
a b
taggingk-space provides a simple expression, Eq. [18], for th
coefficients in the cosine series. These advantages make
approximation of the SPAMM pattern quite useful for simula-
tions and for optimizing pulse sequences. =
In Fig. 3, we demonstrate the accuracy of the approximatic
for several SPAMM patterns. The figure superimposes tt
c d
e f

exact tag profiles and those obtained using the taggisigace
approximation. In an image, each of these profiles would repe
with a spatial frequency of, producing the parallel stripes.
Overall, the approximation is excellent at predicting overal
shape, although it slightly overestimates tag depth.

4.2. Selective Presaturation

Analysis of the SPAMM pulse sequence shows that th
taggingk-space approximation works well for pulse sequence
that encode discretk-space with an array of impulses. The
taggingk-space approach is also useful for analyzing contin-FIG. 4. A k-space analysis of selective presaturation showing (a) the R
uous k-space paths produced by continuous RF pulse @d gradient pulse sequence, (b) the resulting double presaturation band aro

guences. Furthermore, taggirkgspace is not limited to the &narow slab of interest, shown asan image and a prgfile, (dx}ﬂpape path
lvsis of tagaing sequences. but mav be applied to gen oéérls sequence, (d) the excitatidmspace approximation of thg-directed
analy gging a ! y pp g % ern, (e) the autocorrelation of the path, and (f) the tagkisgace approx-

selective presaturation sequences, where the goal is SUPP§RSion of thez-directed saturation pattern, which closely matches the tru
sion of unwanted signal regions. pattern (b).
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pattern depicted in Fig. 4f, which is nearly an exact match to

the true pattern. From this, we conclude that the tagging

k-space approximation is useful in the analysis of pulse se-

guences with continuous waveform excitation and for general

selective presaturation. H H
ol

, HMHJHUUULMHUUHUWM-

4.3. VTAG Sequence Design UUU : ”H Uu
Turning to the design of pulse sequences, we now consider H

a recently developed tag pattern called variable separation

tagging (VTAG), in which the spacing between tag lines is ﬁ

allowed to vary ). The ability to tailor the local tag spacing

to the expected local motion leads to better sampling of that : S T FRRERE

motion—particularly when analyzing the myocardium of the

left ventricle. To illustrate, Fig. 5a depicts the previously

proposed pulse sequence for generating a pattern with separa- a

tions of 5, 4, 3, 3, 3, 3, 3, and 3 pixelS)( , , )
One problem with VTAG as proposed, however, is that long, °

time-consuming sequences of pulses are required in order to s I

time (msec)

produce the desired patterns. For example, the sequence of Fig.
5a consists of 50 RF pulses lasting nearly 30 ms. For practical
use, VTAG patterns generated with fewer RF pulses are desir-
able. One obvious means of reducing the number of RF pulses
is simply to remove all but the largest pulses from the proposed
sequence. Removing enough pulses to produce significant time
savings, however, leads to a pattern with highly inconsistent  *'f
tag depths. By applying ol-space analysis method, on the )
other hand, we can reduce the time required to apply this ’ Kt rchans bl
pattern, while maintaining consistent tag depths. b

To demonstrate, the original VTAG sequence was devel-
oped by defining a desired 1D excitation pattéfn(x) that
produces tag lines at the desired spacing. Then, the Fourier "*
coefficients ofM,,(x) were calculated to determine the cerre w3y
sponding path througk-space depicted in Fig. 5b, which led
directly to the pulse sequence. As we have shown, however, W’

igamma )pik; in radians

M,(X) is actually determined by the autocorrelation of the path,
depicted in Fig. 5c.

igamma’2)Rpik) in radians”2

Using spectral decomposition techniques (see the Appen- ]
dix), we designed an alternative pulse sequence—using only @NJM ‘ ?ﬂTT?am Jﬁ? A
15 RF pulses instead of 50—that produces nearly the same | ﬁlf Kt J’L‘f A
autocorrelation. The sequence is depicted in Fig. 6 along with . ) o
its k-space path and autocorrelatidty(k). The precise tip T - © s ‘ ¢

angles of the RF pulses and the relative areas of the gradient
pulses are provided in Table 1. A comparison of the resulting
brightness profiles for the original sequence and our sequenddG. 5. A k-space analysis of the 5, 4, 3, 3, 3, 3, 3, 3 VTAG pattern
(Fig. 7) shows they are nearly indistinguishable. The benefit $owing (@) the RF and gradient pulse sequences proposes),ifb) the
the new sequence is that it constructs essentially the Sacfﬂréespondmgospace path, and (c) the autocorrelation function of the path
pattern in well under half the time. We also attempted to use
the spectral decomposition algorithm described in the Appeapredicting multidimensional tag patterns. We envision the de
dix to further shorten the sequence, but found that the taglopment of 2D SPAMM sequences where the orientations
pattern rapidly degraded when fewer than 15 pulses were usth@. gradient pulses are permitted to vary in #yeplane. For
example, a six-pulse 2D SPAMM sequence with three gradie
orientations is depicted in Fig. 8, along with its 2&space
The taggingk-space approximation may also be used tpath and autocorrelation function. Applying ckispace anal-
describe the encoding of multidimensionakpace, thereby ysis to this sequence, we first recognize tRatk,, k,) is a

C

4.4. Multidimensional Tag Patterns
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FIG. 6. A shorter pulse sequence for 5, 4, 3, 3, 3, 3, 3, 3 VTAG generation

showing (a) the new pulse sequence, (b) the corresporklisigace path

bearing little resemblance to Fig. 5b, and (c) the autocorrelation function of the

path, which is nearly identical to Fig. 5c.

windowed version ofS,(k,, k,), the hexagonal 2D sampling

function depicted in Fig. 8d, where the windowing function is

approximately given by the Gaussian function

2
T 2 2
W(kx, ky) = 15(187) e*(2/3¢2)(kx+ky). [19]
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The inverse Fourier transform (IFT) &,(ky, k,) = Ss(Ky,
K, )W(K,, k,) is a convolution of the IFT o8, k,) and the
IFT of W(k,, k,). Therefore, Eq. [14] gives

M,(X,y) =1 — 1.44S,.s v’é(y7 X)*e—(3q>2/8>(x2+y2) [20]

and the resulting tag pattern is predicted to be a hexagor
array of dark spots separated byr/@\/3. The brightness
profile of the spots is predicted to be Gaussian with widtl
parameter (1$)\/8/3. The accuracy of this estimate is dem-
onstrated in Fig. 9, which shows the true pattern and it
brightness profile, with the predicted Gaussian shape superi
posed for reference.

This new tag pattern has potential uses in motion trackin
because it is functionally equivalent to tracking the intersec
tions in a tagging grid, an approach taken itb)( among
others. The array of spots, however, has some distinct adve
tages over the grid. First, the well-defined circular features i
the new pattern would likely permit better localization by
image processing routines. Second, the easily recognized sp
would likely prove simpler for segmenting those within the
myocardium. Finally, the hexagonal distribution of the spots i
better for sampling the roughly circular geometry of the LV in
short axis sections.

5. DISCUSSION

The k-space interpretation of tagging leads to several i
portant implications regarding pulse sequences. We demc
strated that thé&k-space encoding ofl, is essentially deter
mined by the autocorrelation of thiespace path function.
Because many paths often exist with similar or identical autc
correlations, this leads to a great deal of flexibility in designin
pulse sequences. This flexibility led to the simplification of the

1

FIG. 7. Comparison of simulated pixel intensities and profiles for the
pulse sequence of Fig. 5 (upper strip @yand for the sequence of Fig. 6
(lower strip andX).
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TABLE 1
Tip Angles in Radians and Relative Gradient Areas for the New Variable Separation Tag Pattern Proposed

Pulse Tip Gradient Pulse Tip Gradient Pulse Tip Gradient
1 0.3117 1 6 —0.0816 1 11 0.0716 3
2 0.0737 10 7 —0.2478 1 12 —0.0919 1
3 0.0372 1 8 0.3263 5 13 0.1784 2
4 0.0896 1 9 0.1582 9 14 —0.0354 1
5 0.2029 4 10 0.0419 1 15 —0.0347 —

VTAG sequence in particular and may simplify other complifrequency regions ok-space is an inefficient use of time, the
cated sequences as well. Our tagglkigpace approximation resulting loss of high frequency energy reduces the contra:
also implies that a desired tag pattén(x) is only achievable to-noise ratio of the tags, and the frequency truncation cc
if the Fourier transform of 1- M,(x) can be expressed—atseverely distort the tag pattern, counteracting any a prio
least approximately—as the autocorrelation of a funcgigk).  optimization of the tag pattern. Therefore, tagging sequenc
These two simple rules—applicable to pulse sequence d#ould be designed to encode only those aredsspface that
sign—were not clearly evident prior to this analysis. will subsequently be imaged.

A somewhat less obvious and perhaps more important real-To limit k-space encoding to the region being imaged, oL
ization made possible by this analysis quantifies what had bdaggingk-space approximation provides a concrete rule regar
a qualitative observation regarding tagging. In general, sharhg the k-space path of the pulse sequence. Autocorrelatic
defined tag features are desirable for accurate localizati@ffectively doubles the width of any function; therefore the
Beyond a certain degree of sharpness, however, diminishikgpace path of the tagging sequence should onlphdieas
returns have been observed. Tagging sequences, therefaide as the region ok-space to be imaged. For example, the
have been chosen to produce features that are fairly sharp, digtance from the first to the last pulse in the SPAMM path (Ec
not overly sharp. The phenomenon of diminishing returns [$0]) is (N — 1)®. If d is the width of a pixel, then the number
clearly explained by &-space interpretation—very sharp feaef pulsesN should be chosen so thatRR(— 1) = 2#/d,
tures correspond to high spatial frequencieskiapace and which is the width ofk-space to be imaged. This leads to the
those high frequencies are not imaged. Encoding such highe that

N=1+ig, [21]
f‘;‘ H H vk 4
RF. FI : Fl 2 Fl 2 FONSIIPCN RS whereg = 27/®d i§ the' tag separation in pixels.. In'the.typical
2, /'\ /’\ range of four to six pixel tag separations, this implies tha
G, ' /! E— N SPAMM sequences with more than three or four pulses wi
e |EIREIRE| & result in frequency truncation.
i ‘_ﬂl ik 6. CONCLUSION
a b

We demonstrated that olrspace interpretation of tagging
is an effective tool for analyzing, designing, and optimizing
pulse sequences for tagging and other selective presaturat
applications. Our fundamental conclusion is that tag pattert
are determined not by thespace path of a pulse sequence, bu
by the autocorrelation function of that path. We showed the
this autocorrelation function accurately approximates the te
pattern through a simple Fourier transform expression.

Using our approximation, we analyzed and designed pul
sequences for SPAMM, VTAG, and 2D SPAMM tags and fo

FIG. 8. A 2D k-space analysis showing (a) a 2D SPAMM sequence, (Welective presaturation of regions around a central slab. The
its k-space path, and‘(c) th(_e autocorrelati_on of the path. The auto_correlatio.ré'5§amp|es demonstrate that the approximation is effective f
a scaled and Gaussian WIr‘IdOW.ed. version of (Q) the _2D sampllng func“%?)th the discreté-space paths encountered in tagging and th
sa(. . .), a hexagonal array of unit impulse functions with a separatiofl. of . . .
The dots represent impulse functions with the indicated heights tirfegsin ~ COntinuousk-space paths more often encountered in selecti
(b) and ¢r/18) in (c). presaturation applications. They also show that the meth
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08l
06l
o4t

13-4

B iy ) -2 0 2 4 [ 8
a b

FIG. 9. Simulation of the 2D SPAMM sequence in Fig. 8 produces (a) a tag pattern consisting of black dots with (b) brightness profiles depicted al
two indicated axes. Also shown in (b) as a dotted line is a Gaussian profile of the same width given by the approximatiaxi§ iedistance with units
of ®.

applies in one or several dimensions. Finally, as demonstratedere
by the shortened VTAG sequence, the approximation aids in
optimizing pulse sequences. N

In addition to the improved VTAG sequence, we also pre- _ =
sented a new 2D SPAMM sequence that produces a hexagonal Rlk] = 2 pol11pall = Ik,
array of spots. This new pattern may prove superior to tag grids
for tracking 2D point motion in tagged images. Our approxi- k=1-N,...,N—-1 (23]
mation also provided new insights into the 1D SPAMM pat-
tern. In particular, we showed that tlespace interpretation While similar problems have been addressed for applicatiol
leads to a simple tag profile expression, Eq. [17], consisting sdm wavelets and filter banks (sel5f) to stochastic modeling
a sum of cosines, which may be used for rapid simulation §ee (7)), we add the unique constraint that omyof the n
tag patterns. It also leads to a simple rule for choosing th@lses may be nonzero. Thus, the problem involves not on
number of RF pulses needed for a given tag separation, giwgstimizing the pulse amplitudes, but also the arrangement
by Eq. [21]. the nonzero pulses.

To illustrate, consider the autocorrelation function depicte
in Fig. 5¢, for whichN = 50. In Fig. 6b, we depict a sequence
with 15 nonzero entries with an autocorrelation function the
closely approximates Fig. 5c. Optimally locating these 1!
pulses is not tractable analytically. Likewise, an exhaustiv

In Section 5.1, the following problem arises: We have %le%rch is .not computationally feasible becguse there are2.2-
discrete autocorrelation functidiis[k] of length 2N — 1 and 10~ possible arrangements of 15 pulses in 50 slots. ,
we wish to determine a discrete pulse sequamgdé]—gen To identify the 15-pulse sequence, we applled.the follc_)wmq
erally of lengthN—that reproduces this autocorrelation funcProcedure to the problem. Our basic approach is to build tt

tion to high accuracy. Our goal is therefore to fipg[k] that S€duence one pulse at a time, alternately selecting the “be
minimizes location to add a pulse, and then reoptimizing the pulse ar

plitudes for this choice. The procedure terminates based or

user-defined stopping criterion, which may be a prespecifie

N-1 value form, a measure of the quality of the fit, or a visual

f(pm = > |RYK] — RK]|? [22] inspection of the simulated pattern. We do not claim thi
k=1-N procedure is optimal, nor can we guarantee that it will con

I=|k+1
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verge. It has, however, performed well in practice, in particulad. E. R. McVeigh, MRI of myocardial function: Motion tracking tech-

identifying the new VTAG sequence. niques, Magn. Reson. Imaging 14(2), 137-150 (1996).

Mathematically, letS,, be the set of indicek over which a 4 J- Pauly, D. Nishimura, and A. Macovski, A k-space analysis of
given sequencpm[l] is allowed to be nonzeré,= 1, ... N, small-tlp-an-gle excitation, J. Magn. Reson. 81, 43-56 ‘(1989).

d letP(S,) be the set of all pulse sequences with nonzerc‘r)" E. R. McVeigh and B. D. Bolster Jr., Improved sampling of myo-
an . m o . * cardial motion with variable separation tagging, Magn. Reson.
entries only in positions,,. We attempt to finds}, andp,[K], Med. 39, 657661 (1998).
the optimal arrangement and pulse amplitudes, using the fod: o A Young, D. L. Kraitchman, L. Dougherty, and L. Axel, Tracking
lowing algorithm. and finite element analysis of stripe deformation in magnetic res-

Algorithm 3: Constrained spectral decomposition. onance tagging, IEEE Trans. Med. Imaging 14(3), 413-421 (1995).

7. L. Axel and L. Dougherty, Heart wall motion: Improved method of

e Step 0. Initializem = 1, S, = {1}, p,[1] = VR}[0], spatial modulation of magnetization for MR imaging, Radiology
andp,[k] = 0 fork =2,...,N. 172, 349-350 (1989).

8. T. J. Moser and M. B. Smith, A DANTE tagging sequence for the

e Step 1. Find* = argmax i f( p)‘ evaluation of translational sample motion, Magn. Reson. Med. 15,

CNIgS, ap[ ] 334-339 (1990).

e Step 2. SeSS,..; = {S,, I*}. 9. S. Chandra and Y. Yang, Simulations and demonstrations of local-

e Step 3. Findp,., = argminf(p) (see below). ized tagging experiments, J. Magn. Reson. B 111, 285-288 (1996).

peP(S,+1) 10. I. Sersa and S. Macura, Excitation of arbitrary shapes by gradient

e Step 4. Setn = m + 1. If stopping criterion not met, go optimized random walk in discrete k-space, Magn. Reson. Med.
to Step 1. 37, 920-931 (1997).

11. M. Shinnar and J. S. Leigh, Inversion of the Bloch equation,
In this algorithm, the initialization in Step 0 is selected because J. Chem. Phys. 98(8), 6121-6128 (April 1993).

the resultingp,[K] is the optimal one-pulse sequence. Ther2. J. Pauly, P. Leroux, D. Nishimura, and A. Macovski, Parameter

Step 1 essentially finds the pulse location where an added pu|serelat|0ns for the Shinnar-Leroux selective excitation pulse design

will result in the greatest improvement in the fit—that is, the ~29°'ithm, IEEE Trans. Med. Imaging 10(1), 53-65 (1991).

pulse location that results in the largest derivative of thg: W-R. Crum, E.Berry, J. P. Ridgway, U. M. Sivananthan, L. Tan, and
. L . . M. A. Smith, Frequency-domain simulation of MR tagging, J. Magn.

function to be minimized. In Step 3 the optimal pulse ampli-

. ) 8 Reson. Imaging 8, 1040-1050 (1998).
tUdeSpm+l[k] are found using gradlent descent, th[k] aS 14 W. S. Hinshaw and A. H. Lent, An introduction to NMR imaging:

an initialization. From the Bloch equation to the imaging equation, Proc. IEEE 71,
338-350 (1983).
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